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Abstract— We propose and evaluate an energy-efficient
scheduling algor ithm for detection of mobile targets in wireless
sensor networks. We consider a sett ing where the sensors are
deployed for both road surveill ance and mobile target t racking.
A typical example would be where some sensors are deployed
along the entrance roads of a city to detect the vehicles entering
the city and other sensors can wake up and track the vehicles
after detection. We show that there exists a tradeoff between
overall energy consumed by the sensors and theaverage detection
time of a target, both of which are very critical aspects in our
problem. To thisend, wedefinethequali ty of surveill ance(QoSv)
as the reciprocal value of the average detection time for vehicles.
We propose an optimal scheduling algor ithm that guarantees the
detection of every target with specified QoSv and at the same
time minimizes the overall energy consumed by the sensor nodes.
By minimizing the energy consumed, we maximize the li fetime of
the sensor network and by the quali ty of surveill ance guarantee
we ensure that no target goes undetected. We theoretically derive
the upper bound on the li fetime of the sensor network for a given
QoSv guarantee and prove that our method can always achieve
this upper bound. Our simulation results validate the claims
made on the algor ithm optimali ty and QoSv guarantee.

Index Terms— Sensor Network, Energy, Scheduling, Place-
ment, Mobile Target, Vehicle, Surveill ance, Detection.

I . INTRODUCTION

Wireless sensor networkshavegenerally a limited amount of
energy. Such wireless sensor nodes collect, store, and process
the information about environments as well as communicate
with each other. So, one important issue is how to manage the
energy efficiently to perform the above tasks.

One major problem in energy management is how to
schedule sensors in a way that maximizes the sensor network
li fetime while the sensor networks still satisfy the required
degree of quality of service. As an example in the coverage
issue, if some nodes share the common sensing region and
task, then we can turn off some of them to conserve energy
and thus extend the li fetime of the network while still keeping
the same coverage degree. Also in some applications we can
allow the sensor network area to be partially covered with
regard to time or space. Thus, a limited number of sensors
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Fig. 1. Surveill ance for City’s Boundary Roads

that work intermittently can satisfy the requirements for the
applications. This can result in a significant conservation
in energy consumption which consequently extends network
li fetime. We define the quality of surveill ance (QoSv) as the
reciprocal value of the average detection time for vehicles,
which is used as a metric for quality of service in surveill ance
applications. In this paper, we propose an energy-awaresensor
placement and sensor scheduling to satisfy such a QoSv as
well as to maximize the sensor network li fetime. Our energy-
aware scheduling algorithm can detect mobile targets entering
critical routes, guaranteeing the required QoSv. For example,
in a city’s boundary roads like in Figure1, vehicles entering
the roads between the specified outer boundary and inner
boundary aredetected to satisfy thespecified averagedetection
timeby sensorsdeployed ontheboundary roads. We will show
that this QoSv metric can be controlled by both the number of
sensors deployed on road segments (i.e., the road segment’s
length including sensors) and the working time for sensing on
each sensor every scheduling period. Especially, the length of
theroad onwhich thesensorsarespread isadominant factor to
determine the QoSv. Also, the sensor network li fetime can be
maximized by using as much sensor sleeping time as possible
andas littl esensor workingtime aspossible. Thesleepingtime
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is determined by the road segment’s length l and themaximum
vehicle speed v; that is, the sleeping time is equal to l/v. But
the sleeping time should be used only when it can get benefit
against the turn-on overhead needed for sensors to work. The
least sensor working time per scheduling period is preferable
to maximize the network li fetime as long as the sensors on
a road segment can start working appropriately, considering
sensor’s warming-up time.

Also, our sensor placement and scheduling is designed to
support mobile target tracking after target detection. When
a vehicle is detected by our scheduling, it can be tracked
since the sensors are deterministically placed on the whole
roads between the outer boundary and inner boundary. In the
surveill ance phase, only the sensors selected to satisfy the
specified QoSv work and other sensors sleep to save energy.
In the tracking phase, the other sensors can wake up and track
the vehicles. The tracking is out of scope in this paper.

In this paper, our contributions are:

• a definition of Quality of Surveill ance (QoSv),
• an energy-aware sensor placement and scheduling feasi-

ble for mobile target detection and tracking,
• a mathematical analysis of QoSv-guaranteed scheduling,
• a proof for the relationship between the exponential inter-

arrival and uniform arrival for vehicles, and
• a generic algorithm for sensor placement and scheduling

for complex roads.

The paper is organized as follows. In Sections II and III ,
we compare our work with the related work and formulate
our problem of energy-awarescheduling with QoSv guarantee
in wireless sensor networks. Sections IV and V describe the
sensor placement and scheduling for QoSv guarantee and
network li fetime maximization and then prove the optimality
of our sensor placement and scheduling. In Section VI, we
analyze the average detection time for both constant vehicle
speed and variablevehiclespeed, makinga function of average
detection time which is used to determine the appropriate
sensor working time and the number of sensors on a road
segment to satisfy the required QoSv. Section VII describes a
generic algorithm for the sensor placement and scheduling for
detecting vehicles in complex roads. In Section VIII we show
the performance evaluation through numerical analysis and
validate our numerical analysis through simulation. Finally,
in Section IX, we conclude this paper and suggest our future
work.

II . RELATED WORK

Most research oncoverage for detection has so far focussed
on full coverage [2]–[8] rather than partial coverage [9]. In
real applications, such as the mobile target detection and
measurement of temperature on the ground or air, the partial
coverage which is temporal or spatial is enough to detect
or measure something. In [9], a differentiated surveill ance
service is suggested for various target areas with different
degrees in sensor networks based on an adaptable energy-
efficient sensing coverage protocol. Our problem for mobile
target detection can benefit from this partial coverage in terms
of energy saving. Some area on a road, such as boundary

roads, is under surveill ancewith temporally or spatially partial
coverage. All the sensors sleep on the road segment during
sleeping period and each sensor works for a while alternately
during working period. This sleeping and scanning scheme
allows for the maximization of the sensor network li fetime.

Most of mobile target detection [10]–[12], whose main
objective is to save energy, maintain somewhat quality of
surveill ance. They assume that a mobile target starts at any
point of the given area. On the other hand, we consider only
the intrusion of mobile targets coming from the outside of the
city towards the city via boundary roads like in Figure1.

In [11], the Quality of Surveill ance(QoSv) is defined as the
reciprocal value of the expected travel distance before mobile
targets are first detected by any sensor. This QoSv metric is
irrelevant to the target’s moving speed. However, our QoSv
metric is determined by the target’s moving speed since we
define QoSv as the reciprocal value of the expected average
detection time where QoSv is a function of the target speed,
road segment length, sensor working time and the number of
sensors.

In [15], the theoretical foundations for laying barriers with
stealthy and wireless sensors are proposed in order to detect
the intrusion of mobile targets approaching the barriers from
the outside. The barrier coverage is the type of coverage to
detect intruders as they crossa border or as they penetrate a
protected area. The sensors on a barrier work all the time
for the full coverage for the barrier; that is, this work is
focussed on the full coverage in border area in terms of time
and location coverage for the target field, but our detection
approach uses a spatially and temporally partial coverage
for the bounded road area between the outer boundary and
inner boundary. Since a maximum sleeping time for all the
sensors is used considering the mobile target speed and road
segment length, our scheme is more appropriate for critical
route surveill ance in terms of energy conservation.

III . PROBLEM FORMULATION

We propose a sensor placement and sensor scheduling for
the quality of surveill ance on a city’s boundary roads. Our
study in this paper focuses on the sensor placement and
scheduling for the surveill ance which is designed to consider
the target tracking after the surveill ance. Given the required
quality of surveill ance, the sensors that will participate in
the surveill ance are determined according to our scheduling
algorithm in order to maximize the sensor network li fetime.
Other sensors sleep to save energy until the target tracking has
to be performed. The specific target tracking algorithm is out
of scope in this paper.

A. Assumption

We have several assumptions as follows:

• Every sensor knows its location and its time has been
synchronized with its neighbor sensors.

• The sensing range is a uniform-disk whose radius is r.
• Every vehicle within the sensing radius of some sensors

can be detected with probabilit y one [1].
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Fig. 2. Sensor Network Model for Road Segment

• A sensor’s sensing radius is longer than a half of the
road’s width; that is, one sensor can cover the road’s
width. So we do not consider the packing of sensors in
order to cover the road’s width fully in the case where a
sensor’s sensing radius is shorter than a half of the road’s
width.

• Every sensor has the same level of energy that is con-
sumed at the same rate for the sensor’s turn-on and
sensing operations.

• The cost of turn-off operation is ignorable in terms of
energy.

• The vehicle’s maximum speed is bounded as follows:
speed ≤ vmax.

B. Terminology

We define two terms: (a) Quality of Surveill ance (QoSv)
and (b) Reliabilit y (or Reliable).

Definition 1. QoSv(X). Let X be the road segment,
covered by a set of sensor nodes. Let ADT be the average
detection time which is the average time needed for the
network to detect mobile targets. We define the quality of
surveill ance of network on X, denoted as QoSv(X), as the
reciprocal value of ADT, i.e.,

QoSv(X) ≡ 1

ADT
. (1)

QoSv is used as a metric to measure how quickly the sensor
network detects the intrusion of mobile targets into a road
segment. As we can see from the above formula, the shorter
ADT is, the better QoSv(X) is.

Definition 2. Reliability. We call a road segment reliable if
the sensors which are spread over the road segment can detect
every vehicle who enter the road segment with probabilit y
one.

C. Sensor Network Model

Assume that there is a road segment between the outer
boundary and inner boundary of the city in Figure1. Every
vehicle entering the city’s outer boundary should be detected
before reaching the inner boundary. The sensors are spread on
a road segment like in Figure2. Vehicles arriving at each road
segment entrance from the outside of the sensor network are
detected by at least one sensor. Now suppose that one road
segment whose length is l consists of n sensors spread to fully
cover the road segment. n sensors are contiguously placed to
detect and track vehicles on the road segment, whose sensing

l

Vehicle

n sensors

d

(a) Concentrated Placement

n1 sensors n2 sensors nm sensors.   .   .

l1 l2 lm

Vehicle

(b) Disjoint Placement

n sensors

l

Vehicle

(c) Contiguous Placement

Fig. 3. Sensor Placements on Road Segment

coverage is r. The sensing coverage is assumed large enough
to cover the road’s width.

With the above assumption and sensor network model, our
objective is to maximizethe sensor network li fetime to satisfy
the following conditions:

• Provide the reliable detection of every vehicle arriving at
the road in the sensor network.

• Guarantee the desired average detection time, which
means the quality of surveill ance.

• Facilit ate the mobile target tracking after the target de-
tection with a limited number of sensors.

We propose a sensor placement and scheduling for a road
segment in order to achieve our objective in Section IV. We
extend our sensor placement andscheduling for complex roads
in Section VII .

IV. ENERGY-AWARE SENSOR PLACEMENT AND

SCHEDULING

We have interest in vehicles entering at a road segment to-
wardsa city; that is, only theincoming vehiclesare considered.
So, the vehicles are assumed to arrive at only the left end of
the road segment like in Figure2.

A. Energy-Aware Sensor Placement

In this section, we propose an optimal sensor placement
suitable for mobile target tracking in a road segment.

1) Other Approaches: One trivial sensor placement is to
place all the sensors at the entrance of a road segment like
in Figure3(a). We call this sensor placement the concentrated
sensor placement. Another sensor placement is to place the
sensors separately with some area intervals not covered by
the sensors like in Figure3(b).
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Fig. 4. Sensor Scheduling in Time Domain

2) Our Approach: We propose a placement that spreads
sensorscontiguously onaroad segment consideringthemobile
target tracking like in Figure3(c); that is, the contiguous sensor
placement is that sensors are spread ona road segment so that
each sensor can cover each square in a road segment like
in Figure2. We claim that the contiguous sensor placement
has as the same network li fetime as the concentrated sensor
placement at the entrance or the disjoint sensor placement in
Figure3. The claim will be proved in Section V-B.

3) Applicabilit y Analysis: Though three placements have
the same network li fetime, the contiguous placement is more
suitable for the mobile target tracking than other placements.
Note that if we place all the sensors at the entrance we may
perform better in terms of detection time but there are two
major problems in the concentrated placement:

• The concentrated placement cannot support the target
tracking after the detection. In many applications there
is a need for tracking as well as surveill ance; that is,
sensors must be able to track the target after it has been
detected. If we place all the sensors at the entranceof the
road, sensors can only detect mobile targets. Using our
approach, after a vehicle has been detected, a tracking
algorithm can be run to track the target.

• The concentrated placement isnot resili ent to the enemy’s
physical attack, such as bomb attack. Placing all the
sensors at the entrance is not a reliable approach since
all of them can be destroyed by one bomb of the enemy
once one of them is discovered.

The contiguousplacement is better than the disjoint placement
as follows:

• Since the disjoint placement has space intervals not
covered by sensors, it is not suitable for target tracking.

• The disjoint placement needs communication overhead
when the previous sensor segment dies because of energy
consumption to let the next sensor segment start working.
The contiguousplacement does not need the communica-
tion between two adjacent sensors for triggering the next
sensor to start working since the sensors are scheduled
for sensing. We will explain the detailed scheduling
algorithm in next section.

B. Energy-Aware Sensor Scheduling

In this section, we propose an energy-awaresensor schedul-
ing with sensor’s appropriate working time and sleeping time.
We assume that n sensors are deployed according to the
contiguous sensor placement in order to support the target
tracking like in Figure2 and the li fetime of each sensor is

S1 .   .   .   .   .(b)

Sensor Scheduling Sequnce

S2 S3 S4 SnSn-1Sn-2

S1 .   .   .   .   .(c) S2 S3 S4 SnSn-1Sn-2

S1 .   .   .   .   .(d) S2 S3 S4 SnSn-1Sn-2

S1 .   .   .   .   .(e) S2 S3 S4 SnSn-1Sn-2

S1 .   .   .   .   .(f) S2 S3 S4 SnSn-1Sn-2

Detected

S1Vehicle .   .   .   .   .(a)

All sensors are sleeping

S2 S3 S4 SnSn-1Sn-2

Fig. 5. Sensing Sequence for the Detection of Vehicles

life. We also assume that there is no turn-on overhead for
starting a sensor for sensing. We will consider the turn-on
overhead to relax this assumption for more reality in Section
V-D.

1) Requirements for Scheduling: Our scheduling algorithm
for surveill ance satisfies the following requirements:

• The specified QoSv is guaranteed.
• The reliable detection of mobile targets is done.
• The sensor network li fetime is maximized.
2) Other Approaches: One trivial solution is that each

sensor works from the right-most sensor until it runs out of
energy and then the adjacent sensor on the left starts sensing.
In this way just one sensor works at any time. The li fetime of
the network is n∗life. The reversedirection of scheduling has
the same network li fetime; that is, the left-most sensor starts
sensing first and the right-most sensor finishes sensing last.

Another solution is that each sensor works alternately for
some time interval either from the right to the left or in the
reverse direction. The approach has the same network li fetime
as the previousone, that is, n∗life. Thebidirectional scanning
that performs the right-to-left scanning and the left-to-right
alternately also has the same network li fetime since there is
no sleeping.

3) Our Approach: Our approach is that all thesensors sleep
for some sleeping time s and then each sensor from the right-
most to the left-most performs sensing for some working time
w. Our approach is based on the observation that any vehicle
with maximum speed vmax takes time l/vmax to passthrough
a road segment with length l. This amount of time can be used
as sleeping time s for all the sensors on the road segment to
save energy; that is, all the sensors can sleep for s = l/vmax

without any detection missing. For example, let’s consider a
road segment like in Figure2 whose only left side the vehicles
approach. If the scanning for the road segment is performed
from the right side to the left side just after sleeping time s,
any vehicle can be detected reliably. On the other hand, if
the reverse scanning from the left-most to the right-most is
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used, it needs the scanning time n ∗ w to catch up with the
maximum-speed vehicle. So in this case, the sleeping time is
reduced to l/vmax − n ∗ w. Thus, we adopt the right-to-left
scanning called outward unidirectional scanning rather than
the left-to-right scanning.

Figure4 shows the sensor scheduling for Figure2. The
sensor scheduling period consists of working period W and
sleeping period I after the initialization of sensors. Figure5
shows the sensing sequence for the detection of vehicles
entering the road segment. The sensing sequenceis performed
by the outward unidirectional scanning after sleeping period
I = l/vmax. The vehicle is detected by sensor S3.

V. OPTIMALITY OF SENSOR PLACEMENT AND

SCHEDULING

In this section, we prove that our sensor placement and
scheduling is optimal in terms of sensor network li fetime.

A. Sensor Network Lifetime

In this section, we compute the sensor network li fetime of
our outward unidirectional scanning. Let W be the working
period and let I be the sleeping period. We can compute W
and I, respectively as follows:

W =

n
∑

i=1

wi, (2)

I =
l

v
. (3)

where l is the length of the road; v is the maximum possible
speed for the vehicle; wi is working time of sensor i; and n
is total number of sensors. For simplicity, we assume that all
sensors have identical working time, that is, wi = w.

The total li fetime of the network (Ttotal−life) is equal to:

Ttotal−life = m ∗ [I + W ]. (4)

where m is the number of the scheduling periods until sensors
run out of energy. We can compute m as follows:

m =
Tlife

w
(5)

where Tlife is the li fetime of each sensor. Therefore, the total
li fetime of the network will be expressed as:

Ttotal−life =
Tlife

w
[nw +

l

v
]

= nTlife +
l

vw
Tlife.

(6)

The above formula shows that Ttotal−life increases as each
sensor’s working time w decreases, ignoring the turn-on en-
ergy. Note that w cannot be infinitely small because in reality
the sensors need some time for warming-up. We will analyze
the lower bound of w consideringwarming-up in Section V-D.

B. Optimality of Sensor Placement

We prove the optimality of our sensor placement in terms
of the sensor network li fetime.

Theorem 1: The outward unidirectional scanning based
on the contiguous sensor placement allows for the same
maximum network li fetime as the concentrated sensor
placement at the road segment’s entrance or the disjoint
sensor placement consisting of segments s1, ..., sm where
each segment si has ni sensors and its length is li li ke in
Figure3.
Proof: Let Tconc be the maximum network li fetime caused
by the concentrated placement which makes all n sensors
be concentrated at the entrance of road segment length d
which can be covered by one sensor like in Figure3(a).
Let Tcont be the maximum network li fetime caused by the
contiguous placement which makes the length of the covered
road segment be l and has n sensors where l = n ∗ d. Let
Tdisj be the maximum network li fetime through multiple
disjoint segments where l =

∑m
i=1 li and n =

∑m
i=1 ni.

In the case of the disjoint placement, the leftmost segment
close to the entrance starts working at first and the rest of
segments sleep until the leftmost segment dies because of
energy consumption. So, when the sensors in one segment
exhaust energy, those in next segment start working with
sleeping periods described in the previous section. Let Tlife

be a sensor’s li fetime without sleeping. Let v be maximum
vehicle speed and w be working time per sensor per working
period. Tcont can be computed as follows:

Tconc =
Tlife

w [w + d
v ] ∗ n

=
Tlife

w [nw + nd
v ]

=
Tlife

w [nw + l
v ].

(7)

where l = nd. Tdisj can be computed as follows:

Tdisj =
Tlife

w

∑m
i=1[niw + li

v ]

=
Tlife

w [w
∑m

i=1 ni + 1
v

∑m
i=1 li]

=
Tlife

w [nw + l
v ].

(8)

where n =
∑m

i=1 ni and l =
∑m

i=1 li. Tcont can be computed
as follows:

Tcont =
Tlife

w [w
∑m

i=1 ni + l
v ]

=
Tlife

w [nw + l
v ].

(9)

where n =
∑m

i=1 ni and l =
∑m

i=1 li. We can see that Tconc,
Tcont and Tdis are the same through Eq.7, Eq.9 and Eq.8.
So, the proof is done.

Next, we need to consider the contiguous sensor placement
according to the given road segment’s length and the number
of sensors available. Assume that n sensors and a target road
with length L are given and that n sensors can cover a road
segment with length l by our contiguous placement (i.e., a
square with side-length d = l/n can be covered by each
sensor). There are three cases for the contiguous placement.
For each case, we can deploy the sensors optimally in terms
of network li fetime and detection time as follows:
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• Case 1: The road can be fully covered by a single
contiguous placement without remaining sensors. In this
case, there is nothing to do. The sleeping period is l/v.

• Case 2: The road can be fully covered by one contiguous
placement with m sensors for m < n, which means that
the road’s length L is equal to m∗d. The first batch of m
sensors isdeployed contiguously on the road. With n−m,
we can make other batches until n−k∗m is greater than
zero where k is the number of batches. The k batches are
deployed from the entrance as overlay. We schedule the
first batch until the sensors of the first batch pass away
due to energy consumption. After that, next batch of m
sensors is scheduled for detection until all the batches
passaway. The last batch may have less sensors than m.
The sleeping period of the batch is L/v where m is the
number of sensors available for the batch.

• Case 3: The road cannot be fully covered by the contigu-
ous placement. n sensors are placed from the entrance.
The sleeping period is l/v.

C. Optimality of Sensor Scheduling

We prove the optimality of our scheduling in terms of the
sensor network li fetime.

Let Schedule1 be our outward unidirectional scheduling
with network li fetime Ttotal−life. Suppose that Schedule2

is an optimal scheduling in terms of network li fetime. Also
assume that the number of sensors in Schedule2 is equal
to that in Schedule1. We know that l/v is an upper bound
on the sleeping period for reliable surveill ance. Let X be
the number of sleeping periods in Schedule2. We have the
following inequality:

nTlife +
l

vw
Tlife < nTlife + X

l

v
. (10)

which results in
Tlife

w
< X. (11)

Actually, X should be equal to the number of working periods
because after each sleeping period there should be aworking
period. So, Eq.11 is contradicted. Thus, there is no scheduling
with network li fetime longer than our scheduling Schedule1.
Note that the turn-onenergy andwarming-up timeare ignored.
In next section, we calculate the network li fetime when these
overheads are considered.

D. Turn-On andWarming-Up Overheads

In reality the sensors consume energy for turn-on operation.
They also need some time to warm up. Ignoring these param-
eters may result in unrealistic conclusion. In this section we
calculate the li fetime of the sensor network considering the
turn-on energy Eon and warming-up time Tw.

Our assumptions are exactly the same as the previous
section. Each sensor’s li fetime can be obtained according to
the following equation:

Tlife =
E

Ps + Eon

w

. (12)

where E is the total energy of each sensor; Ps is the sensing
power of each sensor for unit time; and Eon is the energy
needed for turning oneach sensor.

By replacing Tlife in Eq.6 by Tlife in Eq.12, we have:

Ttotal−life =
E

wPs + Eon
[nw +

l

v
]. (13)

and
∂Ttotal−life

∂w
=

E(nEon − Ps
l
v )

(wPs + Eon)2
. (14)

Therefore, Ttotal−life is either an increasing function of w
(nEon > Ps

l
v ), or a decreasing function of w (nEon < Ps

l
v ).

In the first case, as the function is an increasing function
of w, the maximum li fetime is achieved when the working
time of the sensors is maximum. The maximum value for the
working time of each sensor w is E−Eon

Ps
when the number

of scheduling periods (m) is equal to one. It means that no
sleeping period should be used for scheduling; that is, the
turn-on overhead is greater than the energy saved by sleeping.
Since the overhead for turning on each sensor is so much, it
is not worth to switch the sensors from off to on more than
one time. So, under this condition, each sensor works until it
runs out of energy and then the next sensor starts working.

In the second case, as the function is a decreasing function
of w, the maximum li fetime of the network is achieved when
each sensor’s working period approaches zero as long as the
sensor works well .

Also, we should consider that each sensor needs warming-
up time after which it will be able to sense. If warming-up
time of each sensor is longer than sleeping period, working
time of sensor is bounded from below by

w ≥ Tw − l
v

n − 1
(15)

Note that thewarming-uptimeof each sensor cannot be longer
than the time needed to turn on all the other sensors plus the
sleeping time of the network, which means that at the worst
case after turning off each sensor, we immediately start the
warming-up process for each sensor. If the warming-up time
is smaller than the sleeping period, the only constraint for w
is the minimum time needed for each sensor to detect and
transmit the data. We indicate this time by t. Therefore,

Ttotal−life =
{

l
vmax

+ nE−Eon

Ps
nEon ≥ Ps

l
v

E
min(t,b)Ps+Eon

[n ∗ min(t, b) + l
v ] nEon < Ps

l
v

(16)
where b =

Tw−
l
v

n−1 .

VI . QOSV-GUARANTEED SENSOR SCHEDULING

In this section, at first, we compute the average detection
time ADT for a given sensor segment length l and sensor’s
working time w in order to get a formula for ADT , l, and w.
With the obtained formula, we can determine l and w for a
required ADT .
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A. Average Detection Time for Constant Vehicle Speed

We can calculate the average detection time which is the
average time it takes for arriving vehicles to be detected
by sensors. In the case where the vehicles’ arrivals follows
a uniform distribution in terms of the arrival time at the
interesting road, we can compute the average detection time.
SeeAppendix I for detailed discussion. Also, in the casewhere
the inter-arrival time of the vehicles follows an exponential
distribution, the arrivals are still uniformly distributed in time
domain which results in the same average detection time as
the uniform arrival distribution. SeeAppendix II f or additional
discussion.

We first compute the average detection time E[dW ] when
vehicles enter in working period W li ke in Figure4 and then
compute the average detection time E[dI ] in sleeping period
I. Thus, the average detection time E[d] for a vehicle entering
the road with length l, where n sensors have the working time
w and the maximum vehicle speed is v, is equal to:

E[d] = nw
nw+l/v E[dW ] + l/v

nw+l/v E[dI ]

≤ (n+2)nw2lv+2(n+1)wl2+l3/v
2v(nw+l/v)(nwv+l)

(17)

which is approximately equal to:

ADT ≈ l

2v
(18)

As we can seein Eq.17, given the maximum vehicle speed v,
the average detection time ADT is a function of l and w.

B. Average Detection Time for Bounded Vehicle Speed

At first, we calculate the average detection time for a vari-
able vehicle speed v which is uniformly distributed between
vmin and vmax. With the vehicle speed distributed uniformly
between vmin and vmax, we can then compute the average
detection time for random arrival time. Refer to Appendix I-B
for more detailed computation.

C. Determination of QoSv Parameters

Given the QoSv required, we can determine the appropriate
l and w with which the desired QoSv will be satisfied where
QoSv = 1/ADT . We can spread sensors on a road segment
with length l and schedule them according to the working
time w. Note that in Eq.18, the dominant factor in ADT is
l. In fact, working time w only slightly affects the average
detection time. When l andw aredetermined, theseparameters
for scheduling are delivered along with sleeping time s to the
corresponding sensors on the road.

VII . SENSOR PLACEMENT AND SCHEDULING FOR

COMPLEX ROADS

In this section, we describe the sensor placement and
scheduling algorithm in order to maximize the li fetime of the
sensor networks surrounding the city’s boundary roads like in
in Figure6.

A. Sensor Placement

The problem is how to deploy the sensors on the road
network given the topology of the road network including the
outer boundary and inner boundary for the city. Keep in mind
that the reason why the sensors are spread on the road is that
we want the sensors to perform the mobile target trackingafter
the target detection with our scheduling algorithm. Refer to
Section IV-A.3 to see our claim for spreading sensors. Only
the sensors near to the outer boundary that are selected by
the required QoSv are awake periodically and scan the roads
for target detection. The rest of them can sleep without any
sensing since they are outside the scanning area on the road
network. As soon as a mobile target is detected on the road,
the other sleeping sensors wake up to track the target. How to
track the mobile target is out of scope.

B. Sensor Scheduling

Given the required quality of surveill ance (QoSv =
1/ADT ) and a graph representinga road network, we need (i)
to compute the sleeping period to satisfy the QoSv, (ii ) to find
out the sensor nodes starting the scanning simultaneously in
the graph after every sleeping period, and (iii ) to determine
the working time of each sensor node participating in the
scheduling for the surveill ance.

For the sleeping period s, at first we determine whether or
not we can get benefit throughthe non-zero sleeping period by
using Eq.14. If there is no benefit from sleeping, the sensor
nodesdo not use the sleeping period, that is, s = 0. Otherwise,
we can find the straight road length l to satisfy the given ADT
using Eq.18 and then set the sleeping period s to l/v where
v is the maximum vehicle speed.

For the determination of the set of sensor nodes starting
first every working period in our scheduling, we search all the
possible paths from the outer boundary to the inner boundary
in the given road network and find the sensor nodes nearest
the inner boundary to satisfy the given QoSv. Figure7 is a
graphrepresentingthe road network of Figure6. Our searching
algorithm performs an exhaustive searching. For example, it
considers all possible paths from each entrance, such as O1

and O2 towards exits on the inner boundary, such as Ii for
i = 1..5 and then to select appropriate starting points nearer
to the outer boundary, such as Si for i = 1..6 in Figure8. The
starting points are determined considering the detour taken by
vehicles, such as path < O2, P2, P1, P3 > in Figure8. So, the
distance between the starting point and some entrance point
on the outer boundary satisfies the straight road length l for
the specified QoSv.

In the computation of matrix M containing the working
time of each sensor involved in the surveill ance, we make
the sensor nodes on the edge having a joint point where
multiple edges are merged. If the sensor nodes on such
an edge perform scanning caused by the scanning in each
previous edge connected to the joint point, they consume their
energy quickly to death. We make the sensor nodes on this
merged edge perform one scanning every scheduling period
by using split -merge scanning, which uses the split and merge
of scanning to synchronize multiple scanning in order to let
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the common edge be scanned once. For example, in Figure9,
the scanning P3 → P1 is split i nto two scanning at the point
P1: (a) scanning P1 → O1 and (b) scanning P1 → P2. The
scanning P1 → P2 is merged with the scanning P4 → P2.
For this synchronization, the scanning time on each edge is
computed considering the scanning time on its incident edges.
For example, let ti be the starting time of scanning P1 → P2

and let tj be the starting time of scanning P4 → P2. In order
that two scanning may be synchronized, the equality should
be satisfied:

ti + wi ∗ ni = tj + wj ∗ nj (19)

where wi: working time of sensors on edge (P1, P2), ni:
number of sensors on edge (P1, P2), wj : working time of
sensors on edge (P4, P2), and nj : number of sensors on edge
(P4, P2). The scheduling planning algorithm of Algorithm1
is performed in one powerful node called super node outside
the sensor network. The super node disseminates the schedul-
ing information, such as the starting time, sleeping period,
and each sensor’s working time to the sensor network. The
dissemination method is out of scope in this paper.

The input parameters of Algorithm1 are follows:

• G: A connected simple digraph for a road network
• O: A set of vertices for the outer boundary of the road

network
• S: A set of tuples (z, xy, TY PE, l) including the
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Fig. 9. Scanning in Road Network

starting points for scanning where z: starting point
(or vertex), xy: edge including vertex z, TY PE ∈
{FULL, PARTIAL}, and l: scanned length on edge
xy (i.e., the length of edge xz)

• ADT : Average Detection Time given by the administra-
tor

• v: A maximum vehicle speed
• c: The longer side length of a rectangle covered by one

sensor
• Eon: Turn-on energy
• Ps: Power consumption per unit time

In starting point tuples S, the type of FULL means that the
whole edge including starting point z is scanned and that of
PARTIAL means that only the partial edge starting from z,
i.e., < z, x >, is scanned.

Algor ithm 1 Plan Schedule(G, O, ADT , v, c, Eon, Ps)
1: {Function description:

(i) determine the sleeping time s for the shortest path from the inner
boundary to the outer boundary that satisfies the required ADT ,
(ii ) find the set of sensors S nearest to the outer boundary that start the
scanning simultaneously after the sleeping period s, and
(iii ) determine the working matrix M containing the appropriate working
period of each sensor that participates in the surveill ance.}

2: l← ADT · 2v {ADT = l

2v
}

3: if Eon < c · Ps/v then
4: s← l/v {compute sleeping time s}
5: else
6: s← 0 {sleeping time s is set to zero}
7: end if
8: S ← F ind Starting Points(G, O, l)
{find the set of vertices S consisting of starting points on G to satisfy
the ADT}

9: M ← Compute Working Matrix(G, S, O)
{compute the working time matrix M whose entry value is working time
of sensors on the corresponding edge}

The selection of set S of points starting the scanning
is done by Algorithm 2 called Find Starting Points de-
scribed in Appendix III . The computation of matrix M
for sensor working time is done by Algorithm 4 called
Compute Working Matrix specified in Appendix III .

VIII . PERFORMANCE EVA LUATION

In this section, we not only show the numerical results
based on our mathematical analysis for the network li fetime
and average detection time, but also validate our numerical
analysis with simulation results.
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A. Numerical Analysis

In this section, we compare the numerical results of our
scheduling scheme with the formulas given in Section IV. The
environment for numerical analysis is as follows:

• The width of the road segment is 20 [m] and the length
of it l 2000[m] like in Figure2.

• Every 20x20square of the road segment is fully covered
by one sensor in the middle of it and so the number of
sensors n, evenly placed on the road segment, is 100.

• The radius of sensing is 10
√

2 [m].
• The sensing energy in each sensor (3600[J]) can be used

to sense continuously for 3600 [sec] since the sensing
energy consumption rate Ps is 1 [J].

• The working time of each sensor per working period is
s ∈ [0.1, 5]

• The turn-on energy consumption in each sensor is Eon ∈
{0, 0.12, 0.48, 0.96} where the unit is [J].

• Thevehicle’smaximum speed vmax is150[km/h] andthe
minimum speed vmin 10 [km/h]. Thespeed isdetermined
according to the uniform distribution in the interval [10,
150]. The speed of the vehicle is maintained constantly
while the vehicle moves on the road segment.

• The vehicle’s arrival time with the unit [sec] conforms to
the uniform distribution over (0, I+W) where asleeping
period I is l/vmax and a working period is nw.

Figure10 shows the corresponding sensor network li fetime
according to working time of sensors during the sensing
period. There are four curves corresponding to the different
turn-on energies (E1, E2, E3 and E4). E1 is the case where
there is no turn-on overhead or it is ignorable. In this case the
shorter the working time is, the longer the network li fetime is.
When there is turn-on overhead, we have three cases. In the
first case of nEon < Ps

l
vmax

, a shorter working time gives us
more benefit in terms of the total li fetime of the network . In
the second case of nEon > Ps

l
vmax

, since the overhead for
turn-on is high, we can observe that the shorter the working
time is, the shorter the li fetime is. At the extreme case the
overhead for turn-on is so high that our outward unidirectional
scanning has a better li fetime without any sleeping period.
In general in order to get benefit from sleeping period of
the sensors, the saved energy due to sleeping for l/vmax

should be greater than the energy exhausted for sensors’ turn-
on. Therefore, we can allow the sensor network li fetime to
be extended by adopting sleeping periods especially when
nEon < Ps

l
vmax

. One important result is that working time w
determines the network li fetime under the above conditionand
we can increase the total li fetime of the network by decreasing
the working time. However, as discussed before w cannot be
extremely small since it is bounded by the time needed for
each sensor to detect and transmit data and also it depends
on the warming-up time of the sensors. In the third case of
nEon = Ps

l
vmax

, there is no need for sleeping since there is
no benefit of sleeping in our scheduling.

In Figure11, we can see the relation of the working time
of each sensor during sensing period (or working period)
with the average detection time that is obtained by Eq.17.
In this figure, we use only the maximum speed for arriving
vehicles, but we can seethat the shape of the figure using the
uniformly distributed speed will be very similar to Figure11.
As discussed before we can also see that from the figure the
averagedetectiontime isapproximately equal to l

2vmax
; that is,

the working time does not affect nearly the average detection
time, which means that it doesnot affect theQoSv. In fact, the
working time only affects the network li fetime. Therefore, we
can maximize the li fetime of the sensor network that supports
the specified QoSv by choosing the least w to satisfy the
warming-up time constraint of Eq.15.

B. Validation of Numerical Analysis based on Simulation

In order to evaluate the analysis of our numerical model,
we conducted simulations with the same parameters as the
numerical analysis. We modeled the sensor network including



10

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

5

10

15

20

25

working time of each sensor during sensing period [sec]

av
er

ag
e 

de
te

ct
io

n 
tim

e 
[s

ec
]

Numerical Result
Lambda = 1/10
Lambda = 1/20
Lambda = 1/30

Fig. 12. Comparison between Numerical Result and Simulation Results

sensor and vehicle on the basis of SMPL simulation model
which is one of the discrete event driven simulators [19].

We performed simulations with the same parameters as the
numerical analysis given in Section VIII- A. Three kinds of
the inter-arrival time were used for the simulation: (a) λ1 =
1/10, (b) λ2 = 1/20, and (c) λ3 = 1/30. We can see that
the average detection times of simulations according to the
sensor working time are always lessthan the numerical upper
bound obtained in the numerical analysis. Thus, the values of
the parameters, such as the sensor working time and sensor
segment length onthe road segment that aredetermined by our
QoSv equation (i.e., Eq.17) in order to achieve the required
average detection time, can be used to allow the sensors to
perform the scheduling for the QoSv in the sensor networks.

IX. CONCLUSION

Mobile target detection is one of the interesting problems in
wireless sensor networks. In thiswork we introduce an energy-
aware scheduling algorithm for detecting mobile targets that
passcritical routes, such asa city’sboundary roads, over which
wireless sensors are deployed. This algorithm guarantees the
detection of all the mobile targets and the required average
detection time. Also, our scheduling algorithm provides a
maximum network li fetime. For this scheduling, we propose
an optimal sensor placement, which is suitable for mobile
target tracking. Using this scheme, all the sensors sleep during
the sleeping period. Only one sensor is turned on and others
are turned off at every moment during the working period. We
defineQuality of Surveill ance(QoSv) asametric for quality of
service in surveill ance applications. We utili ze the maximum
moving speed of mobile target to maximize the sleeping time
of the sensors. When a QoSv is given, scheduling parameters,
such as the number of sensorsandworking time, are computed
using our QoSv formula and are delivered to appropriate
sensors for scheduling.

We observe that the shorter the sensing time per working
period is, the longer the sensor network’s li fetime is while this

scheme guarantees the specified QoSv. In future work we will
research on how to enhance our scheduling scheme when the
sensors are deployed randomly close to the roads and how to
apply our scheme to mobile target tracking problem.

APPENDIX I
CALCULATION OF AVERAGE DETECTION TIME

A. Average Detection Time with Constant Vehicle Speed

We assume that a vehicle has a constant speed v (v ≤ vm

where vm is a maximum vehicle speed) and it enters the
road on the basis of the uniform distribution for its arrival
time within each period consisting of working period (W) and
sleeping period (I), which is W + I. That is, we focus on the
average detection time for a vehicle with uniform-distributed
arrival time. As the system behavior for an arriving vehicle is
different according to whether the sensors are in the working
period or in the sleeping period, we analyze separately the
detection time in these two periods and then merge it.

First, we computethedetectiontimewhen thevehicle enters
in a working period that the sensors are working (W in
Figure4). In this case, the vehicle will be detected when it
moves into the sensing coverage of some working sensor as
follows:

l − ⌈ t

w
⌉ l

n
≤ v(t − ta) ≤ l − ⌊ t

w
⌋ l

n
(20)

where t is the detected time of a vehicle, which increases
from zero when a sleeping period starts, and v(t − ta) is the
detected position of a vehicle at time t which has entered the
road at time ta; ⌈x⌉ and ⌊x⌋ are the ceili ng function and floor
function for x, respectively. ⌈x⌉ and ⌊x⌋ satisfy the following
inequaliti es:

⌈x⌉ < x + 1,
⌊x⌋ > x − 1.

(21)

Replacing the left sides in Eq.21 with the right sides in Eq.21,
Eq.20 becomes converted as follows:

l − (
t

w
+ 1)

l

n
≤ v(t − ta) ≤ l − (

t

w
− 1)

l

n
(22)

Therefore, the detection time dW = t−ta is bounded between
the following values:

(n − 1)wl − lta
l + nwv

≤ dW ≤ (n + 1)wl − lta
l + nwv

(23)

We use the upper bound of the inequaliti es of Eq.23 in order
to determine the average detection time (E[dW ]), for which
we calculate the integral of dW over the interval (0, nw) as
follows:

E[dW ] =
∫ nw

0
dW (ta)pta

(ta)dta
≤

∫ nw

0
(n+1)wl−lta

l+nwv
1

nwdta

= n2w2l+2nw2l
2nw(nwv+l)

(24)

where pta
(ta) is the probabilit y density function (pdf) of a

vehicle’s arrival time which we assume is uniform in the
interval (0, nw).

In the case where the vehicle enters in a period that
the sensors are sleeping, the same strategy can be used for
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obtaining the detection time (dI ). In this case, a vehicle will
be detected when:

l − ⌈ t − l/vm

w
⌉ l

n
≤ v(t − ta) ≤ l − ⌊ t − l/vm

w
⌋ l

n
(25)

where t is the detected time of a vehicle, which increases
from zero when a sleeping period starts, and v(t − ta) is the
detected position of a vehicle at time t which has entered the
road at time ta; t ≥ l/vm sincethe vehicle is detected after the
sleeping period (l/vm), and so t− l/vm is the actual working
time of sensors.

In the same way as Eq.22, Eq.25 becomes converted as
follows:

l−(
t− l/vm

w
+1)

l

n
≤ v(t−ta) ≤ l−(

t− l/vm

w
−1)

l

n
(26)

In this case, the detection time dI for sleeping period is
bounded between:

(n − 1)wl + l2/vm − lta
l + nwv

≤ dI ≤ (n + 1)wl + l2/vm − lta
l + nwv

(27)
The upper bound of the inequaliti es of Eq.27 can be used
in order to determine the average detection time (E[dI ]),
for which we calculate the integral of dI over the interval
(0, l/vm) as follows:

E[dI ] =
∫ l/vm

0
dI(ta)pta

(ta)dta

≤
∫ l/vm

0
(n+1)wl+l2/vm−lta

l+nwv
vm

l dta

= 2(n+1)wlvm+l2

2vm(nwv+l)

(28)

where pta
(ta) is the pdf of a vehicle’s arrival time which we

assume is uniform in the interval (0, l/vm). Therefore, the
overall average of detection time is bounded from above by:

E[d] = nw
nw+l/vm

E[dW ] + l/vm

nw+l/vm
E[dI ]

E[d] ≤ (n+2)nw2lvm+2(n+1)wl2+l3/vm

2vm(nw+l/vm)(nwv+l)

(29)

B. Average Detection Time for Bounded Vehicle Speed

Using Eq.24, the averagedetection time for variablevehicle
speed can be found by:

Eta,v[dW ] =
∫ vmax

vmin
Eta

[dW ] pv(v)dv

=
∫ vmax

vmin

n2w2l+2nw2l
2nw(nwv+l)

1
vmax−vmin

dv (30)

where pv(v) is the pdf of vehicle speed. If the vehicle enters
a period that the sensors are sleeping, the average detection
time (dI ) can be computed using Eq.28 as follows:

Eta,v[dI ] =
∫ vmax

vmin
Eta

[dI ] pv(v)dv

=
∫ vmax

vmin

2(n+1)wlvm+l2

2vm(nwv+l)
1

vmax−vmin
dv

(31)

Therefore, the overall average of detection time is obtained
by:

Eta,v[d] = nw
nw+l/vmax

Eta,v[dW ] + l/vmax

nw+l/vmax
Eta,v[dI ]

(32)
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Fig. 13. Inter-arrival Times according to Vehicle Arrivals

APPENDIX II
RELATIONSHIP BETWEEN EXPONENTIAL INTER-ARRIVA L

AND UNIFORM ARRIVA L

We will prove that the inter-arrival time of two consecutive
vehicles conforms to an exponential distribution with some
average inter-arrival time, the arrivalsareuniformly distributed
in the scheduling period that consists of the working period
and sleeping period.

We assume that the inter-arrival time X between two
consecutive vehicle arrivals has an exponential distribution
with parameter λ (λ > 0). Let Xk be the inter-arrival time of
two consecutive arrivals in Figure13. Let W be the working
periodspecified in Eq.2 and I be the sleeping period specified
in Eq.3. Let Yk be the arrival time offset within a period T
where T = W + I.

Yk ≡
k

∑

i=1

Xi (mod T ) (33)

The characteristic function of the pdf fZ(z) is defined as

ΦZ(t) , EeitZ (34)

where i =
√
−1 and t ∈ (−∞,∞). From Eq.34, we can see

that two different random variables with Z1 and Z2 with the
same pdf fZ(z) have the same characteristic function ΦZ(t).
If we substitute non-negative integer n for t with 0 ≤ Z ≤ 2π,
then we can get two equaliti es as follows:

einZ = ein(Z+2π) (35)

ei2πn = 1 (36)

Wewant to provethat in the limit Yk hasauniform distribution
on the interval [0, T ] as k → ∞ by showing that the
characteristic function of Yk approaches that of a uniformly
distributed random variable on the interval [0, T ].

[Yk ≡
k

∑

i=1

Xi (mod T )] , [
k

∑

i=1

Xi = Yk+jT, j = 0, 1, 2, ...]

(37)
We take the right side in Eq.37 and multiply each side of the
right side’s equality by 2π/T as follows:

2π

∑k
i=1 Xi

T
= 2π

Yk

T
+ 2πj (38)

Let Y k = 2Ykπ/T and Zi = 2Xiπ/T . We can get the
characteristic function of Y k as follows:

E[einY k ] = E[ein
P

k
i=1

Zi ] = (E[einZ1 ])k (39)
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sinceZ1, Z2, ..., Zk are independent and identically distributed
(iid) where Zi has an exponential distribution with parameter
λT/2π. Let λ = λT

2π . We can get the characteristic function
of Z1 as follows:

E[einZ1 ] =

∫

∞

0

eintλe−λtdt =
λ

λ − in
(40)

From Eq.39 and Eq.40, we can express the characteristic
function of Y k, ΦY k

(t), with λ as follows:

E[einY k ] = (E[einZ1 ])k = (
λ

λ − in
)k (41)

As k → ∞, we can simpli fy ΦY k
(t) as follows:

E[einY k ] =

{

0, n 6= 0,

1, n = 0.
(42)

Assume that Z is a uniform random variable on the interval
[0, 2π]. The characteristic function of Z is as follows:

EeinZ =

∫ 2π

0

eint 1

2π
dt =

1

2π

1

in
[ei2πn − e0] (43)

Eq.43 can be rewritten as follows:

E[einZ ] =

{

0, n 6= 0,

1, n = 0.
(44)

From Eq.42 and Eq.44, we can see that in the limit Y k has
the same characteristic function as a uniform random variable
Z, which means that in the limit Y k is a uniform random
variable on the interval [0, 2π]. Finally, since Y k = 2πYk

T , Yk

has the uniform distribution onthe interval [0, T ] as k → ∞.

APPENDIX III
SUBROUTINES OF SCHEDULING ALGORITHM

This section contains the subroutines used in QoSv-
Guaranteed scheduling algorithm of Section VII-B.

Algor ithm 2 Find Starting Points(G, O, l)
1: {Function description: find the set of vertices S consisting of starting

points on G to satisfy the ADT}
2: O′ ← O {copy O into O′}
3: S ← ∅ {initialize S with the empty set}
4: while each vertex y ∈ O′ do
5: x←null

{x is set to null since y does not have any incoming edge}
6: O′ ← O′ − {x}
7: Search(G, x, y, l, S)

{find the starting points reachable from vertex x to satisfy the path
length l}

8: end while
9: S ← Select Starting Points(G, S)
{choose an entry with a vertex z nearest to vertex x in edge < x, y >
from duplicate entries with the same < x, y > in S}

10: return S
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Algor ithm 3 Search(G, x, y, l, S)
1: {Function description: find the starting points reachable from vertex x to

satisfy the path length l}
2: N ← F ind Neighbors(G, y)
{find the neighbor vertices of vertex y in graph G}

3: if N = ∅ then
4: S ← S ∪ {(y, xy, FULL, 0)}

{add a new vertex y with fully scanned edge < x, y > to the set of
starting points S}

5: return {reach the terminal vertex with outdegree 0}
6: end if
7: while each vertex z ∈ N do
8: N ← N − {z}
9: d← Get Distance(G, y, z)

{get the distance of the edge < y, z >}
10: l← l− d
11: if l = 0 then
12: u← y
13: S ← S ∪ {(u, yz, FULL, 0)}

{add a new vertex u with fully scanned edge < y, z > to the set of
starting points S}

14: else if l < 0 then
15: u←Make V ertex Name()

{make avertex u with a unique vertex name}
16: S ← S ∪ {(u, yz, PARTIAL, l + d)}

{add a new vertex u with partially scanned edge < y, z > to S}
17: else
18: Search(G,y, z, l, S)

{find recursively the starting points reachable from edge < y, z >
to satisfy the path length l}

19: end if
20: end while

Algor ithm 4 Compute Working Matrix(G, S, O)
1: {Function description: compute the working time matrix M whose entry

value is working time of sensors on the corresponding edge}
2: G′ ← Convert Graph(G, S)
{add new vertices and edges from S to G, exchange the head’s role and
tail ’s role of each vertex in G and make areverse digraph}

3: while each entry u ∈ S do
4: S ← S − {u}
5: x← F ind Tail V ertex(u)

{return intermediate vertex z on edge < x, y > from entry u}
6: y ← F ind Head V ertex(u)

{return tail vertex x on edge < x, y > from entry u}
7: Create Thread(G′, O, x, y, Thread Procedure)

{create athread performing Thread Procedure to compute the working
time of sensors on each edge of the paths from vertex x toward the
outer boundary}

8: end while
9: return M
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