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ABSTRACT

As the number of network devices is increasing and they are highly connected, network attacks have become more complex and varied. To mitigate these attacks, multiple types of network security equipment are used in combination, requiring considerable security knowledge of each type of network security equipment. Also, the deployment of network security equipment requires considerable cost and time. To solve these problems, this article proposes an IBCS based on automation and virtualization. IBCS provides not only an automated, virtualized security system for security service providers, but also easy, quick, and flexible cloud-based security services for security service consumers based on their intents. Finally, this article demonstrates the feasibility of IBCS with a prototype in a real network environment.

INTRODUCTION

As Industry 4.0 is emerging, the number of network devices is increasing, and the devices are highly connected for various application domains such as cyber-physical systems (CPS) and the Internet of Things (IoT) [1].

However, as the smart industry has continued to develop, the network environment has become increasingly diverse, and the amount of network traffic has rapidly increased. This diversity among network environments has provided attackers with increasing chances of network attacks for confidentiality, integrity, and availability. To protect the confidentiality, integrity, and availability of the systems and data in the diverse network environment, security awareness will continue increasing in Industry 4.0, but many difficulties remain, as follows [2].

Dynamic Changes in Network Environments:

Whenever new technologies develop, new devices deploy, or new attacks appear, it is difficult to deploy the network security equipment every time because it requires considerable cost and time [3].

Expertise of Network Security Equipment Developed by Various Vendors:

The use of multiple types of network security equipment requires significant security knowledge of the various network security equipment. In general, managing such diverse equipment requires a large number of experts, which introduces a high cost of hiring and training them [4, 5].

To address these problems, we propose Intent-Based Cloud Services for Security Applications (IBCS) based on automation and virtualization. This IBCS is a security system that combines the interface to network security functions (I2NSF) framework [4] and the network functions virtualization (NFV) architectural framework [6]. An NSF is defined as either a physical middlebox or a virtualized server that performs network-based security services like firewall, deep packet inspection (DPI), and distributed denial of service (DDoS) attack mitigation. The I2NSF framework is a proposed framework for automating management of a network security function (NSF) in the Internet Engineering Task Force (IETF) I2NSF Working Group (WG). The NFV architectural framework is a proposed framework for automating management and orchestration of an NFV in the European Telecommunications Standards Institute (ETSI). IBCS simplifies the operation process and improves resource utilization for security services through automation and virtualization. The ultimate goal of IBCS is to provide an automated and virtualized security system to security service providers. It is also to provide easy, quick, and flexible cloud-based security services to security service consumers (e.g., network administrators and people who want security services) by offering intuitive ways of using the security services based on the intents of consumers. As an example, intent-based security services allow both security service providers and the security service consumers to set up security policies without any expert-level security knowledge. These services can decrease configuration effort and time to enforce their required security policies to the relevant network security functions in the system. Figure 1 shows the architecture of our IBCS using the I2NSF framework on top of the NFV architecture.

IBCS-based security service automation consists of four steps: a consumer’s intent specification, security policy translation, policy provisioning, and policy enforcement. First, for a customer’s intent specification, the IBCS defines NSFs as a set of security capabilities (e.g., IPv4 address, IPv6 address, pass, drop, and log), and then registers the capabilities of NSFs with a secu-
IBCS provides security service providers with an automated and virtualized infrastructure for NSF provisioning. Using the automated and virtualized security system, they can quickly provide security service consumers with the appropriate security services and manage the resources of the cloud servers both efficiently and flexibly without the provider needing to install security equipment.

A Security Service through an Automated and Virtualized Cloud-Based Security System: IBCS provides security service providers with an automated and virtualized security system, allowing them to quickly provide security services to consumers and manage cloud server resources efficiently and flexibly, without the need for installing security equipment.

A Security Service Consumer’s Intent-Based Security Service: The intent-based security service feature of IBCS enables users to easily request their security needs, reducing errors and allowing for quick delivery of services through an I2NSF user (software or web).

The Combination of Standard Technology from IETF and ETSI: IBCS integrates the I2NSF framework from IETF with the NFV architectural framework in ETSI, demonstrating synergy by combining standards from different organizations.

The Implementation and Evaluation of the Proposed Security System for Feasibility: To demonstrate feasibility, the security system has been implemented in a real network environment using open-source software.
cloud computing platform OpenStack. The performance of IBCS is evaluated against the conventional framework for security services through simulation.

**INTENT-BASED CLOUD SECURITY SYSTEM ARCHITECTURE**

This section presents the goal, components, and interfaces of IBCS as well as the corresponding security service procedure. The goal of IBCS is to provide security service providers with an automated and virtualized security system as well as to provide security service consumers with easy, quick, and flexible security services based on the specific intents of the security service consumers without requiring any knowledge of security and the installation of security equipment. Figure 1 shows an example of IBCS to block the social network service (SNS) access of employees during business hours. First of all, vendors (i.e., security service providers) register the security capabilities of NSFs to the security controller through the vendor’s management systems (VMSs). In Fig. 1, the employees are those who are under the security policies for the company. As shown in Fig. 1, in order to block the SNS access of employees in a company, the administrator (e.g., security service consumer) of the company requests security services by issuing a high-level description of the intent for SNS traffic filtering to the security service provider through the I2NSF user. This high-level description of the intent is called a high-level security policy. Upon delivery of the intent to the security service provider server, the security controller converts the high-level security policy into the corresponding low-level security policy. Note that a low-level policy is the detailed policy meant to configure the NSFs to perform the high-level security policy corresponding to the required security service. Then the security controller asks the NFV architectural framework to dynamically generate the appropriate network security functions (i.e., NSFs of vendor A and vendor D) to perform the low-level security policy in the NFV architectural framework [6]. Next, the security controller creates low-level security policies according to the generated NSFs (i.e., NFVs), and delivers the policies to each NSF. Finally, the NSFs configure the received low-level security policies in their own respective system. The generated NSFs can be maintained by vendors through the VMSs. A detailed explanation of the security service procedure in IBCS is provided below. If an employee attempts to access SNS, his/her traffic will be forwarded to the NSFs of vendor A’s management system and vendor D’s management system, and then the traffic will be dropped according to the security policy of the administrator. In other words, by steering traffic into the NSFs provided by the vendors, the administrator can be provided with automated and virtualized security services. We will describe the components and interfaces of IBCS used for automation and virtualization in the next subsection.

**COMPONENTS**

In this subsection, we describe the main components of IBCS, which combines the I2NSF framework [4] in the IETF and NFV architectural framework [6] in ETSI in order to provide the automation and virtualization of security systems. The I2NSF framework consists of the following main components: I2NSF user, vendor’s management systems, security controller, and network security functions. This I2NSF framework is implemented on top of the ETSI NFV architectural framework [6].

**I2NSF User:** An I2NSF user is a software or web page implemented by a security service provider or provided from vendors in the IBCS. For normalized data transfer to the security controller, the I2NSF user is implemented according to the consumer-facing interface [7]. Through the I2NSF user, security service consumers can easily request their intents to the security service providers without needing any security expertise or consideration of the underlying NSFs. The intents generated by the I2NSF user are then delivered to the security controller via the consumer-facing interface.

**Vendor’s Management Systems:** VMSs are the systems to which vendors (i.e., security solution companies) can register their NSFs and the security capabilities of the NSFs with the security controller. For normalized data transfer to the security controller, the VMSs are implemented according to the registration interface [8, 9]. In addition, through the VMSs, NSFs are created and deleted without any intervention of vendors.

**Security Controller:** The security controller is the most critical component in the proposed security system. The security controller is responsible for three major roles.

**Security Capability Management of NSFs:** The security controller centrally manages the NSFs, and their security capabilities are registered with the security controller by VMSs via the registration interface. The security controller is also capable of monitoring the NSFs running in the system and maintains various information related to each NSF (e.g., network access information and workload status).

**Translation from an Intent to a Low-Level Security Policy:** The security controller receives an intent from a security service consumer through the I2NSF user. Upon delivery of the intent, the security controller translates the intent into a
The detailed procedure of the security policy translation is explained below. The security policy translation consists of three steps: data extraction, data conversion, and policy generation. Figure 2 shows an example of the translation process of an SNS web-filtering policy.

**Security Policy Provisioning:** With the translated low-level policies, the security controller seeks appropriate NSFs that can satisfy the intents of the security service consumers. After identifying these appropriate NSFs, the security controller sends them the low-level policies via the NSF-facing interface [10].

**Network Security Functions (NSFs):** An NSF is software operated in either a physical middlebox or a virtualized server that performs network security services according to the security policies. Some examples of NSFs include firewall, DPI, and DDoS attack mitigation. The NSFs are provided by the vendors (i.e., security solution companies) through the VMS.

**Interfaces**

This subsection describes the three main standard interfaces of our proposed security system for the automated security services. For the automation of IBCS, we standardized three interfaces — the registration interface [8, 9], the consumer-facing interface [7], and the NSF-facing interface [10] — in the IETF I2NSF WG. Figure 3 shows a high-level abstraction of the three standard interfaces in IBCS. As shown in Fig. 3, the three standard interfaces are modeled using an Event-Condition-Action (ECA) policy model [7, 8, 10] and a YANG data model language [11] for a generic standard data model of a vendor-neutral syntax policy in order to comprehensively express a security policy for NSFs developed by different security vendors. This ECA policy model consists of three Boolean clauses, an event clause, a condition clause, and an action clause, which are all logical statements that are evaluated as either true or false.

**Registration Interface:** The registration interface is the interface between the security controller and the VMSs [8, 9]. The main purpose of the registration interface is to provide a standard interface to a security service provider so that the NSFs developed by the vendors can be easily adapted to IBCS. Through this registration interface, vendors can register their NSFs and their corresponding security capabilities with the security controller. For communication, the interface is implemented according to the NETCONF protocol [12].

**Consumer-Facing Interface:** The consumer-facing interface is the interface between the I2NSF user and the security controller [7]. The main purpose of the consumer-facing interface is to provide a standard interface to I2NSF user developers (e.g., security service providers or vendors) so that the I2NSF user can easily adapt to IBCS. Using the I2NSF user developed according to the consumer-facing interface, security service consumers can send their intents to the security controller without considering the underlying NSFs and without any security knowledge. For communication, the interface is implemented using the RESTCONF protocol [13].

**NSF-Facing Interface:** The NSF-facing interface is the interface between the I2NSF user and the security controller [7]. The main purpose of the consumer-facing interface is to provide a standard interface to I2NSF user developers (e.g., security service providers or vendors) so that the I2NSF user can easily adapt to IBCS. Using the I2NSF user developed according to the consumer-facing interface, security service consumers can send their intents to the security controller without considering the underlying NSFs and without any security knowledge. For communication, the interface is implemented using the RESTCONF protocol [13].

**Figure 3.** A high-level abstraction of interfaces in IBCS: a) a high-level abstraction of a consumer-facing interface; b) a high-level abstraction of an NSF-facing interface; c) a high-level abstraction of a registration interface.
Through this NSF-facing interface, the security controller can control and monitor aspects of the heterogeneous NSFs developed by various vendors. For the communication, the interface is implemented according to the NETCONF protocol [12].

**The Security Service Procedure in an Intent-Based Cloud Security System**

This section explains the security service procedure of the proposed security system. The I2NSF framework in NFV in Fig. 1 shows the security service procedure of the intent-based cloud security system. First, in order to provide a security service using IBCS, vendors should register the security capabilities of their NSFs with the security controller. Virtual machine (VM) images of the NSFs also need to be registered with the virtual network function manager (VNFM) [6] in their own respective cloud servers. During this process, the VMSs manage the respective mapping table for the VM image ID corresponding to the registered NSF. The detailed security service procedure after registering the NSFs is as follows:

- A security service customer delivers their intents through the I2NSF user. At this time, the service customer can easily deliver such intents requests through the I2NSF user without any knowledge of network security or consideration of the underlying NSFs.
- With the delivered intent, the security controller translates the intent into a low-level security policy that can be understood by NSFs. Then the security controller finds the appropriate NSF that can enforce the security policy by matching the translated security policy and the set of the security capabilities of the registered NSFs. If the found NSF is a middlebox (i.e., physical device) or a virtual NSF that has already been instantiated, the security controller delivers the translated low-level security policy directly to the NSF. Otherwise, if the required NSF is not a middlebox and is a virtual NSF that has not been instantiated, the security controller requests that the VMS instantiate the NSF. A detailed explanation of the security policy translation and policy provisioning is described below.
- Upon receiving the instantiation request from the security controller, the VMS searches the mapping table for the VM image ID corresponding to the requested NSF, then sends the VM image ID to the VNFM to instantiate the NSF.
- Upon receiving the instantiation request, the VNFM first asks the NFV orchestrator for permission to allocate resources to the NSF instance.
- The NFV orchestrator analyzes the request in terms of the allocation of virtual resources. If the resources are available, the NFV orchestrator grants permission to the VNFM.
- After obtaining permission, the VNFM asks the VIM to allocate resources for the NSF instance.
- The VIM creates the NSF according to the information of the requested NSF instance based on the allocated resources, and notifies the VNFM of the information of the created NSF (e.g., IP address and port number).
- The VNFM notifies the VMS of the information regarding the created NSF, and the VMS delivers the information to the security controller.
- Finally, when the security controller receives the information of the created NSF, it delivers the low-level security policy to the NSF for policy enforcement, and the NSF configures the received policy on its own system.

Through these procedures, the system can provide security service consumers with quick and flexible security services based on their high-level intent without requiring any sophisticated knowledge of security and any intervention from the security service provider.

**Security Policy Translation**

This section explains the process of security policy translation from an intent to a low-level security policy. Figure 2 shows the structure of a security policy translator to translate the intents of security service consumers into low-level security policies that can be executed in NSFs. The security policy translator consists of three components: a data extractor, a data converter, and a policy generator. The data extractor is a component for extracting data from an intent using deterministic finite automata (DFA) [14]. The data converter is a component for converting the extracted intent to a low-level security policy and searching for proper target NSFs that can support the converted low-level policy. The policy generator is a component for generating an xml document with the converted low-level security policy using context-free grammar (CFG) [14].

The security policy translation procedure is shown in Fig. 2 as follows:

- The I2NSF user for a consumer delivers a low-level security policy to the security controller over the consumer-facing interface (e.g., SNS web-filtering: “drop the SNS traffic of employees during business time”).
- The data extractor of the security policy translator in the security controller extracts meaningful data from the requested intent using DFA (e.g., Source: Employees, Destination: SNS Websites, and Action: Drop).
- The data converter converts the extracted data into low-level data based on the database, then searches for proper target NSF(s) based on the registered security capabilities of NSFs (e.g., Source (Employees): 10.0.0.2 ~ 10.0.0.10, Destination (SNS Websites): facebook and instagram, and Action: Drop).
- Finally, the policy generator generates a low-level security policy based on the obtained NSF(s) using CFG. Then the security controller delivers the low-level security policy to the selected target NSF(s) over the NSF-facing interface.

Note that our previous work on security policy translation [15] includes the detailed explanation of the security policy translation process. More use cases are explained such as time-based web filter and deep packet inspection (e.g., VoIP/ VoLTE security service) in our IETF drafts (i.e., the consumer-facing interface [7] and the NSF-facing interface [10]).
This section describes our implementation of IBCS in order to demonstrate the feasibility of IBCS. We implemented our system under the assumption of an example scenario that controls the SNS access of employees during business time in a company environment. For the IBCS implementation, we used several different types of open source software, such as OpenStack, Tacker, Apache2, PHP, MySQL, Python, Suri- cata, Jetconf, Confd, Docker, and Kubernetes. OpenStack and Tacker were used to provide NSFs as virtual network functions (VNFs) and manage them dynamically according to the security service customers’ specific intents. We implemented the I2NSF user using Apache2, PHP, and MySQL to provide a web-based interface through which security service consumers could make service requests based on their intents. The security controller was implemented using Python to translate the service consumers’ intents into low-level security policies to be sent to the underlying NSFs. The security controller also manages NSFs and their security capabilities. For security services, we implemented NSFs (e.g., time-based firewall and url filter) using Suri- cata (as open source software for IDS and IPS).

The consumer-facing interface is implemented using Jetconf, which is an implementation of the RESTCONF protocol using Python 3. The NSF-fac- ing interface and the registration interface are implemented using Confd, which is a powerful software framework developed by Tail-f and Cisco for the NETCONF-based management of network elements. We also implemented the YANG data model for each of the three interfaces (i.e., the consumer-facing interface, NSF-facing interface, and registration interface) according to the spec- ifications being developed by the I2NSF WG [7–10]. Note that our implementation is based on a set of core functionalities implemented with the Docker and Kubernetes.

Note that the source codes and documents of our implementation are available at https://github.com/kimjinyong/i2nsf-framework, and a video demo is also available at https://www.youtube.com/watch?v=WYsP Ud1BZXA.

**Performance Evaluation**

This section shows the performance evaluation of the IBCS against the conventional framework, which does not use automation and virtualization. The evaluation is performed through simulation, where Python is used, with the following performance metrics and parameters:

- **Performance metrics:** Average deployment time and configuration time are used as performance metrics.
- **Parameters:** The impact of the number of administrators for NSF deployment and security policy configuration on the metrics is investigated. The normal distribution $N(\mu, \sigma)$ for the deployment time and configuration time is used for simulation. The time unit is minute for both the deployment time and configuration time. The deployment time using the conventional framework is $N(120, 60)$, and the deployment time using IBCS is $N(6, 2)$. The configuration time using the conventional framework is $N(5, 3)$, and the configuration time using IBCS is $N(4, 2)$. Note that the time setting is based on system operation experience.

Figure 4 shows the deployment time and configuration time according to the number of administrators using the conventional framework and IBCS, respectively. As predicted, the average deployment time and configuration time using the conventional framework decrease as the number of administrators increases. On the other hand, IBCS has much lower average deployment and configuration time than the conventional framework regardless of the number of administrators through automation and virtualization, as shown in Fig. 4. Also, IBCS can save a lot of time and cost in hiring and training administrators for security services.

**Research Challenges**

This section discusses some research challenges for IBCS to be deployed into the industry.

**Natural Language Processing:** Security service consumers can only request their intents through an I2NSF user using the consumer-fac- ing interface [7]. For a more flexible intent expression, it is necessary to support a natu- ral-language-like intent specification and voice recognition. These features require natural language processing (NLP) to translate a voice intent into the corresponding security policy for the consumer-facing interface.

**Self-Adaptive Policy Provisioning:** During the policy provisioning, a new kind of security attack, including virus, spam, DDoS attack, and data loss prevention, is detected by an NSF, and the traffic flow relevant to such an attack can be blocked by a firewall or an SDN switch for a more efficient counterattack. The configuration of a new fire- wall filtering rule can be initiated by the detecting NSF, which reports such an attack to the security controller. The security controller can configure the firewalls under its control through the NSF-fac- ing interface [10] without the intervention of an I2NSF user.
Packet Path Verification: We need a procedure to check whether a packet has reached an NSF along the intended sequence of NSFs to avoid DDoS attacks related to service function chaining (SFC). A security policy can have a pipeline of security services (e.g., firewall, DPI, and DDoS attack mitigation) for sequential packet processing. These pipelined security services can be provisioned by an SFC. A hacker can copy valid in-flight packets passing a service path in the SFC, and later forward the copied packets to the NSFs that will process the redundant packets. To prevent this replay attack as a DDoS attack, a packet with a service path should be verified to check whether it is valid or fake.

CONCLUSION

As an intent-based cloud security system, IBCS provides security service providers with an automated and virtualized security system using I2NSF and NFV along with a security policy translator. This article demonstrates the feasibility of the IBCS-based security services by implementing a prototype using only open source software. As future work, we will enhance IBCS for self-evolving against new security attacks over time.
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