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Abstract—In this paper, we exploit the capture-effect for
channel allocation. We experimentally show the characteristics
of capture-effect across different channels, over time, and in
different network densities. Then, we introduce CACA, an effec-
tive channel assignment protocol for wireless sensor networks.
Traditional channel assignment protocols utilize all available
channels to minimize interferences between any adjacent links.
However, their performances are often not much better than
the case of using single channel only. This is mainly due to an
assumption that all channels are independent and quality of all
channels are similar. However, this is a false assumption. In fact,
there are only a few channels that show very good quality at
any given time. The CACA avoids this problem by utilizing a
few good channels and reuse these channels. When the channels

are reused it relies on the capture-effect to ensure at least one of
the contending nodes to transmit successfully. Maximizing this
capture probability is a main objective of the CACA whenever the
channels need to be reused. We evaluate the CACA on a 140-node
wireless sensor network testbed and compare its performance
with another benchmark protocol. Our results indicate that the
CACA can improve the packet reception ratio of every link. As
a result of this improvement, end-to-end throughput increases
upto 100% in the case of a wireless sensor network with bursty
traffic.

Index Terms—channel diversity; capture-effect; wireless sensor
network;

I. INTRODUCTION

A channel assignment protocol selects a channel for each

link in the network. Applying different channels to any

neighboring nodes can eliminate their interferences, unless

their co-channel interference are strong. Therefore, this is a

common operation for a wireless sensor network (WSN) with

bursty traffic. Especially, for the low-duty cycle networks, any

packet loss can significantly increase the network latency and

reduce its throughput. Therefore, minimizing the interference

by exploring the channel diversity has become an important

requirement for low-duty cycle WSNs.

In WSNs, IEEE 802.15.4 specifies 16 channels. But, the

qualities of some channels are poor due to noisy environment

such as coexisting WLAN. Many WSNs first blacklist those

poor quality channels before the channel assignment [1].

Therefore, there may not exist enough channels to completely

remove all interference. Many traditional channel allocation

protocols do not consider this situation [2]–[5]. There are some

channel allocation protocols to handle the case of insufficient

number of channels. However, they often ignore varying

channel qualities [6]–[8]. They simply assumes all channels

are similar and independent.

An experiment result from [9] shows that the channel quality

of a link varies significantly across different channels due

to different external interferences. Therefore, if a network

adds a new channel to the existing channel allocation, it may

cause many poor quality channels for the links. Consequently,

the network may gain very little from channel diversity or

it could end up degrading the network performance that is

achievable by the network utilizing one good quality channel.

Based on this observation, the work in [9] proposes an ILTP

protocol which effectively utilizes intermediate quality links

by switching between four good quality channels.

In WSNs, unlike the other wireless networks, each sensor

device can not simultaneously operate on different frequencies.

Therefore, utilizing many channels requires a frequent channel

switching. Although the switching time of transceivers has

been continuously reduced, a modern transceivers like CC2500

still takes 90 microseconds to switch between two chan-

nels [10]. Therefore, this additive overhead can be significantly

reduced by limiting the available channels to low number in

a large-scale WSN.

Besides all these benefits of limiting the available channels,

there is one major drawback. In dense WSNs, some links

must operate with the same channels since many nodes have

more outgoing links than the available number of channels.

Therefore, limiting the available channels increases potential

packet collisions. The existing RTS/CTS protocols are often

utilized to avoid such collisions. However, the packet size

in WSNs is very small and comparable to the size of RTS

and CTS packets. Since its associated overhead is high, the

RTS/CTS protocols are not suitable for WSNs. The MMSN

protocol adopted channel listening in order to reduce concur-
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rent transmissions and avoid the direct collisions. However, it

increases packet delay and still suffers from the problem of

hidden terminal. More recent work in [11] proposed a channel

allocation algorithm minimizing the maximum number of

conflicting links.

Different from all existing channel allocation schemes, we

propose a capture-effect aware channel allocation (CACA).

Instead of minimizing the conflicting links, CACA reduces

a total number of packet losses due to collisions by ex-

ploiting the capture-effect. The capture-effect is a physical

phenomenon which allows a node to successfully receive one

of the messages under the event of collision. It carefully selects

a set of links to share a common channel such that the benefit

of this capture-effect can be maximized. The basic idea behind

the CACA is to first receive both packets from a concurrent

transmission by channel diversity. If the reception of both

packets is not possible, receiving one of them is still better

than losing both packets. Our hypothesis is that a channel

reusing policy following this approach will help most links in

the network to maintain a good throughput.

It is also well-known that the capture-effect is actually

ineffective on the links having more than two other interfering

links. Therefore, in order to take a full advantage of this

capture-effect, it is recommended for a link to avoid a highly

conflicting channels. We include an indirect channel balancing

mechanism in our channel assignment process such that the

channels are evenly distributed among the links.

We evaluate CACA by running it on a 140-node wireless

testbed called Indriya that uses TelosB devices. Our extensive

experiment shows that exploiting the capture-effect in the

channel assignment can significantly improve the individual

link success ratio and increase an overall network throughput.

Our evaluation results show that CACA can improve an overall

packet reception at every link in the network by using even

three channels. In case of a WSN with good link quality

and good capture-effect, CACA can improve total end-to-end

throughput up to 100% when the traffic is bursty and 170% if

the channel contention ratio is reduced by 50%. To the best of

our knowledge, the capture-effect have never been exploited

for the channel allocation before.

II. RELATED WORKS

Utilizing capture effect: Capture-effect has been well

studied in the domain of WSN. Lu et al. [12] demonstrated

in a 48-node testbed that flashing flooding can reduce the

latency of the overall network by 80% when capture effect

is exploited. Capture-effect has also been studied to detect

collision and recover data [13]. Son et al. [14] showed in their

work the effect of concurrent transmission and capture to study

the SINR value with regards to network density in WSN.

Capture-effect has been exploited in the domain of con-

currently transmitting the copies of a same packet under

strict time synchronization such as a flooding. This type of

transmissions leads to a phenomenon called a constructive

interference. This phenomenon was first exploited to improve

WiFi network performance in the work of [15]. Along with

improvement of the download throughput in the infrastructure

network, it also contributed to the performance enhancement

of ad hoc mesh networks for opportunistic routing [16]. Glossy

[17] demonstrates that synchronous transmission leads to co-

operative interference and this can improve the performance

even in the absence of capture. But, in their work, they also

mention that co-operative interference can happen if the time

displacement is no more than 0.5 microsecond in a standard

CC2420 sensor [18]. Another protocol to exploit constructive

interference is Splash [19] which disseminates bulk amount of

data across all nodes in a WSN.

Capture-effect under synchronous transmission of different

packets is demonstrated in Chaos [20] such that the average

delay in all-to-all communication can be significantly reduced.

In Chaos, the capture-effect is considered for synchronous

transmission. It transmits different packets in an all-to-all

communication by exploiting the capture-effect.

For the first time, we studied capture-effect for an efficient

channel allocation. The channel assignment is an impera-

tive issue in many wireless networks and many promising

approaches have been proposed. But none of them directly

exploited the capture-effect. We consider some of the well-

known channel assignment problems.

Channel assignment problem: Utilizing multiple channels

is a promising approach to improve the performance of wire-

less networks. Assigning different channel to each wireless

link is the simplest technique that could increase the network

capacity. The key idea of this technique is to minimizing

the channel interference between spatially close links. Many

algorithms and approaches are proposed to solve this channel

assignment issue.

In a WSN, there are many distinctive approaches to effi-

ciently assign multiple channels. One approach is a greedy,

tree-based, multi-channel protocol called Tree-Based Multi-

Channel Protocol (TMCP) [21]. In this approach, the network

is divided into multiple sub-trees and intra-tree interference

is reduced by assigning different channels to each subtree

from the top of the tree to the bottom. Also, a simple greedy

approach has been proposed in [21] in order to increase the

parallel transmissions.

Another approach is a game theory based solution for

channel assignment [22]. It performs channel assignment by

considering traffic volumes carried per node, which exploits

routing and topology information to reduce contentions. This

approach resulted in the improvement of multichannel MAC

performance. A most recent approach addresses a case of

insufficient number of available channels [11]. It focuses on

minimizing the maximum interference per link by allocating

the available channels. It first creates a receiver-based conflict

graph and locally allocates channels based on the degree of

conflicting links.

There are other related works which attempt to jointly opti-

mize channel assignment while considering residual energy of

nodes. Li [23] proposed residual energy-based channel assign-

ment to improve performance in WSNs. An R-co-efficient has

been developed with the knowledge of current residual energy
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single channel
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Fig. 2. An example of 5 nodes WSN with
channel diversity
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PS(A|B)=10%
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PS(D|A)=11%

Fig. 3. An example of 5 nodes WSN with
capture effect

and expected future energy consumption, considering the

channel condition. The R-efficient-based channel assignment

protocol out performed random pairing and a greedy channel

search.

None of the above work considered the capture effect

while optimizing the performance by channel assignment.

Most of them also assume a large number of channels is

available. Typically, WSN devices cannot handle multiple

channels simultaneously due to their small form factors. Our

work considers an optimal channel allocation problem for the

WSN with an insufficient number of available channels. Yet

we achieve a good performance by effectively exploiting the

capture-effect. So in our best of knowledge, our work is a

very first channel reuse approach to optimize the utilization of

capture-effect in WSNs.

III. PROBLEM STATEMENT

In a WSN, several protocols explore channel diversity so

as to improve the throughput and reduce the number of

retransmissions. Multiple channels allow multiple links to

concurrently transmit their packets without experiencing any

interference. In general, their objective is minimizing such in-

terference among their adjacent nodes. Assigning the channel

to a node to receive a packet from any senders is commonly

known as receiver-based channel allocation. Whereas, in link-

based channel allocation, each link is assigned with a channel

and uses it for any transmission along that link. Both problems

is often reduced to a graph coloring problem, where a color

represents a specific channel in a WSN. But, our problem

mainly focuses on link-based channel allocation.

Formally, a graph G = (V,E) represents the network

connectivity, where a vertex v ∈ V presents a sensor node

and an edge e ∈ E represents a connectivity between a

pair of nodes. The number of available channels (colors) is

fixed to K (for example, K = 16 for a sensor node with

CC2420 RF transceiver). The problem in coloring the edges

is to minimize the number of adjacent edges with the same

color. For example shown in Figure 1, there are 5 nodes and

all the nodes opportunistically forward data to a node S. If all

5 links use a single frequency channel, packet loss ratio would

be high due to collisions. Ideally, one can eliminate collision

by assigning a unique channel to each edge. However, often

we cannot expect to utilize too many channels in a WSN due

to the low availability of good channels and high overhead.

Suppose we only have three available channels. Let us

represent each channel with red, green, and blue, respectively.

Figure 2 shows an example of 3-channel assignment. Utilizing

three good channels would certainly improve the throughput as

compared to a single channel case. Still, we could expect some

packet collisions between links (A,S) and link (B,S) which

share a common channel. There are six possible combinations

of three channel assignment for the network in Figure 2. This

raises an important question.

Which one would be the best channel assignment in the case

where an insufficient number of channels are available?

Perhaps all the combinations are the same if their link quali-

ties are the same. However, we know that not every concurrent

transmission results in a collision. This is mainly due to a

physical phenomenon known as a capture-effect. The capture-

effect allows to recover one packet from a collision. That is,

it recovers the packet with the highest RSS or packet arriving

earlier than the other packets. The capture effect requires

that the packet to be captured must have RSS significantly

higher than that of the other packets (in the collision) and

this RSS difference may vary depending on the modulation

technique. Therefore, without considering this capture-effect,

the resulting channel allocation could be a suboptimal channel

combination.

In order to apply this capture-effect in channel allocation, let

us now formally define a pair-wise capture-effect probability

as follows:

Definition 1: A capture probability is defined as PS(A|B),
a conditional probability of a node S successfully receiving

a packet transmitted from node A due to a capture given the

condition that both nodes A and B transmit and their packets

collide at node S.

For example, in Figure 3, the capture probabilities are

PS(A|B) = 0.1, PS(B|A) = 0.01, PS(A|D) = 0.41,

and PS(D|A) = 0.11. This means, if the same channel

is assigned to nodes A and D, their concurrent transmis-

sions would normally result in a collision. However, node S

could still receive one of them successfully with probability

of PS(A|D) + PS(D|A) = 0.52 due to a capture-effect.

Similarly, if the same channel is assigned to nodes A and

B, node S could still receive one of them with probability of

PS(A|B)+PS(B|A) = 0.11. If there are only three available

channels, assigning the same channel to both links (A,S) and

(D,S), is certainly a better choice than assigning the same

channel to links (A,S) and (B,S). Additionally, this will reduce

the possibility of two retransmitted packets to collide again.

This example clearly illustrates the importance of consider-
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Fig. 4. Converting Vertex-to-Edge Dual Graph

ing capture effect in the channel assignment. Next, we propose

an approach to effectively exploit capture-effect in the channel

assignment of a WSN.

IV. CAPTURE-EFFECT AWARE CHANNEL ALLOCATION

In multi-frequency MAC protocols, a frequency channel

is assigned to each link for data transmissions. Often these

protocols have two aspects: channel assignment and media

access. Most of the time, channel assignment is done once

in the beginning of system deployment by the base station

(centralized) or distributed by each node sharing their channel

selection with its neighbor nodes.

One of the main advantages of CACA is its simplicity. It

can be a standalone channel assignment scheme or a plug-in

for other existing protocols.

When it used as a standalone channel assignment, a base

station collects link qualities and capture-probabilities from

every node before the channel allocation process. Many

wireless sensor network applications rely on data collection

protocols such as CTP [24] which updates and maintains link

state information. Therefore, it makes more sense for channel

allocation to take place at the base station along with collection

protocol providing capture-probabilities.

When it is used as plug-in, it basically shuffles current

channels to take advantage of capture-effect without changing

the original channel distribution. In this case, each receiver can

apply CACA locally if any one pair of its links is experiencing

a significant change in its capture-effect.

Before applying CACA, the network must be able to detect

the events for capture-effect. This can be done as a part of

collision detection mechanism [13], [25]. The main CACA

consists of three phases. The first phase converts an original

network graph to a capture graph. In the second phase, we

divide all nodes into K groups (K = 3 if there are three

available channels) such that it maximizes the benefit of total

capture effects. A node in the capture graph represents an

edge in the original network graph and an edge in the capture

graph represents a common node between two adjacent edges

in the original network graph. The last phase basically assigns

a channel to each link in the network by converting the capture

graph back to original network graph after the second phase.

AB

AD

BE

CE BC

B A

DE

C

BDDE

L(Gc) Gc

Fig. 5. 3-Channel Assignment on L(G)

A. Capture-effect Event Detection

Accurately estimating the capture-effect probability is a

crucial requirement of CACA. However, unlike measuring link

quality, detecting occurrence of capture-effect is not a straight

forward procedure. One method proposed in [25] basically de-

tects the capture-effect event by overhearing ACKs and sharing

the transmission timestamps. For example, a capture-effect is

detected if one overhears an ACK and learns later that their

transmissions are colliding. This method incurs an additional

overhead of overhearing others’ ACKs and exchange of beacon

messages. Another method proposed in [13] directly detects

the capture-effect. It basically detects the capture-effect from

continuously searching for the preamble part of the packet

while receiving the signal. While this is an overhead-free

method, its capture-effect detection ratio is only around 50%.

It can only increase the detection ratio close to 100% by adding

the preamble part at the end of every packet. This requires a

modification to the original packet structure.

For evaluating the CACA, we adopted the first method

proposed in [25]. Although it adds an additional overhead,

its detection ratio is almost 100% and our evaluation collects

the capture effect once in the beginning of the experiment.

The overhead of detecting capture-effect using this method is

4
(

|E|
2

)

, since the transmissions of 3 beacons and 1 ACK are

required for every pair of links.

For many WSNs, energy efficiency is their primary concern.

Therefore, when applying the CACA to any real applications,

it would be preferable to adopt the second method proposed

in [13] with modification to the original packet structure. Its

overhead is 2
(

|E|
2

)

since it requires 2 beacon transmissions for

every pair of links.

B. Constructing Capture Graph

By Definition 1, capture-effect is an event involving a pair

of edges. Therefore, our focus is on the edges rather than the

vertices of a network graph. We first construct an edge graph

(a line graph) L(G) of an original network graph G. Each node

in L(G) corresponds to an edge in G and an edge in L(G)
corresponds to a common node between two adjacent edges.

Figure 4 shows an example of constructing the edge graphs

from the simple network graph with 5 nodes. The vertex (AD)
of L(G) in Figure 4 is corresponding to the edge (A,D) in

G.
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The edge weight in L(G) is computed by comparing an

individual pair’s link quality and its associated capture effect.

For example, a pair of edges (A,D) and (B,D) of G in

Figure 4, have the link qualities of P (A,D) = 0.9 and

P (B,D) = 0.8, respectively. The capture probabilities of that

pair of edges are PD(A|B) = 0.2 and PD(B|A) = 0.1.

The edge weight of (AD,BD) in L(G) is computed as

(1/PD(A|B)−1/P (A,D))+(1/PD(B|A)−1/P (B,D)) =
(1/0.2− 1/0.9) + (1/0.1− 1/0.8) = 12.64.

The edge weights in L(G) represent the trade-off be-

tween a single channel and multi-channels. When two edges

(A,D), (B,D) ∈ G operate with different channels, node D
would expect to receive a packet within 1/0.9+1/0.8 = 2.36
concurrent transmissions from node A or node B. How-

ever, when these two edges utilize the same single chan-

nel, expected number of concurrent transmission increases to

1/0.2 + 1/0.1 = 15. Here, the trade-off between a single

channel and multiple channels is the additional transmissions

of 15−2.36 = 12.64. All edge weights of L(G) are computed

in a similar manner.

The capture-effect can occur for higher than two concurrent

transmissions. In fact, 3-packet-capture probability can be

computed from 2-packet-capture [26]. However, we did not

directly consider 3-packets-capture scenario here since three

packet collision probabilities are smaller than two packet

collisions and its capture probability is much smaller than the

case of two packets. But, we attempt to minimize such oc-

currences by balancing the channel distribution in the channel

assignment phase.

C. K-Channel Assignment as Max K-Way Max Cut

When available channels are not enough and potential

conflicts exist, it is better to reuse the channel on a pair of

edges with the smaller trade-off. This is demonstrated from

the example in Section III using Figure 3. Following this

intuition, we design an Algorithm 1. It is a bottom-up greedy

channel assignment scheme. After constructing a capture graph

L(G) = (L(V ), L(E)), where L(V ) is a set of vertices and

L(E) is a set of edges. Each edge e ∈ L(E) is associated

with its edge weight w(e).
Overall, Algorithm 1 attempts to minimize the total edge

weights (total trade-off). It first exhaustively assign K channels

to pairs of links that have no benefit of utilizing their capture-

effect. It achieves this by first sorting the edges based on

their edge weights. Then, it starts assigning different channels

to the pairs of vertices (u, v) ∈ L(E) with the high edge

weights. Consequently, a pair of vertices with high edge

weight generally shares the same channel, u ∈ Ci and v ∈ Ci.

This is a desirable outcome since the higher edge weight

in capture graph means that the packet loss ratio of two

links is high due to their collisions. But, their individual

link qualities are still good. For example, in Figure 5, the

3 channels such as red, blue, and green, are assigned to

every v ∈ L(V ) by following the algorithm 1. The edge

weight of (AD,BD) ∈ L(E) is 12.64. This is a largest edge

weight in L(G). So, different color channels are assigned to

Algorithm 1 K-channel assignment

1: procedure KCHANNELASSIGN

2: Ci = ∅, i = 1 . . .K
3: L(E) = Sort(L(E)) descending order of w(e)
4: repeat

5: (u, v)← e ∈ L(E)
6: C = Sort{C1, . . . , CK} ascending order of |Ci|
7: C1 ∈ C
8: C2 ∈ C
9: if both u and v have no channel then

10: C1 ← u
11: C2 ← v

12: if u has no channel but v ∈ Ck then

13: C1 ← u, where C1 6= Ck

14: if u ∈ Ck but v has no channel then

15: C1 ← v, where C1 6= Ck

16: until all v ∈ L(V ) has a channel.

nodes (AD) and (BD). Consequently, both nodes (AD) and

(DE) end up with a green channel. However, this is not bad

since link (A,D) ∈ G gains benefit from the capture-effect

between (A,D) and (E,D) with PD(A|E) = 90% compared

to PD(A|B) = 20%.

Notice from steps 6-8 in Algorithm 1 that when the channel

need to be reused, it assigns one of the least utilized channels.

This is an attempt to balance the channel distribution and is

important since many concurrent transmissions result in packet

loss, despite the capture effect [27].

D. Analysis of CACA

The main part of CACA consists of constructing a capture

graph and K-channel assignment. When at most 2-packet-

capture is considered in the constructing capture graph, its

time complexity is O(
(

|E|
2

)

− |E|). This is directly pro-

portional to the number of edges |L(E)| in L(G). During

the conversion from G to L(G), every pair of conflicting

edges in E forms a new edge in the L(G). The number

of pairs of edges in G is
(

|E|
2

)

. Therefore, the number of

pairs of conflicting edges is
(

|E|
2

)

− |E| since every edge

e ∈ E is counted twice. Next, K-channel assignment algorithm

first sorts edges L(E) in O(|L(E)|log|L(E)|) time. Steps 5

to 15 is executed |L(E)| times. At each execution, step 6

sorts available channels in O(KlogK) time. The remaining

steps take constant time for comparing and updating. To-

tally, step 6 is computed for O(|L(E)|KlogK) times. Since

|L(E)| = O(
(

|E|
2

)

− |E|), the time complexity of CACA is

O(|L(E)|max{log|L(E)|,KlogK}).
When the number of available channels K is large, prior

to CACA, one should first determine the minimum number of

channels required for conflict-free channel allocation. This can

be done by employing a well-known greedy vertex-coloring

algorithms like WelshPowell algorithm [28] on L(G). The

WelshPowell algorithm first requires the sorting of edges

based on their degrees. Therefore, its time complexity is
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(a) Link quality (Packet reception rate) (b) Capture-effect probabilities (%) (c) Capture-effect and link quality ratio

Fig. 6. Link quality distribution and Capture-effect distribution in Indriya testbed at different channels.

O(|L(E)|log|L(E)|). By the same analogy used in [28], we

can proved that it is always feasible to find a conflict-free

channel allocation for L(G) with at most D channels, where D
is the max degree of L(G). Since D ≤ |L(E)|, the time com-

plexity of the CACA would always be O(|L(E)|log|L(E)|)
in practice.

V. EVALUATION

In this section, we apply CACA for 3-channel assignment

and experimentally evaluate its performance gain by compar-

ing its to a single channel network and Eavesdropping. The

Eavesdropping is a multi-channel assignment scheme proposed

in [29]. Its low overhead design is suitable for WSNs. It is also

a well-known benchmark protocol [22], [30].

A. System Overview and Insight

We conduct our experiment in 140-node Indriya testbed

by varying the transmission power of all nodes from level

6 to level 16. This creates 6 different random topologies

with different node densities. Table I presents average node

densities and the maximum node degree of Indriya testbed at 6

different transmission powers. Table I also shows the minimum

number of channels required for conflict-free network at 6

different transmission powers. It was computed by link-based

channel assignment algorithm proposed by [11].

For each topology, we first form a capture table containing

the link quality (packet reception rate) and capture probability

of every pair of links in the network. Figure 8 shows the

temporal variation of link quality and capture-effect of two

different link pairs in Indriya testbed. This result indicates that

when the link quality level stayed steady, their corresponding

capture-effect also does not change. Therefore, it is not nec-

essary to regularly update the capture table. One can update

TABLE I
NODE DENSITIES W.R.T. TRANSMISSION POWERS

Transmission power 6 8 10 12 14 16

Average number of neighbors 5 7 8 9 10 11

Max degree 11 15 17 17 18 22

Min number channels 5 5 7 10 10 9
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Fig. 8. Temporal capture probabilities with associated link qualities
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Fig. 9. Channel distribution after allocating channels by Eavesdropping

the table whenever there is some noticeable change in the link

quality.

The channels 20, 24, and 26 of CC2420 transceiver are

utilized in our channel assignment evaluation. These channels

provide relatively a good set of links compared with other

channels. Figure 6(a) shows the link quality distribution at

different channels. The average link quality at Channel 26

is around 60% and it is the best among the three channels.

The same behaviour has been observed by Manjunath in [9]
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Fig. 7. Link quality distribution and Capture-effect distribution in Indriya testbed with different transmission powers (TxPw).

from the Indriya testbed. Figure 6(b) shows the capture-effect

probability distributions. They do not vary much between

these three channels. We also took a ratio between link

quality and capture-effect probability of a pair of links (e.g.,

P (A,S)/PS(A|B)) and compared their ratios across different

channels. Interestingly, we can observe from Figure 6(c) that

their ratios remain similar across all the three channels.

Figure 7(a), 7(b), and 7(c) show that the overall link quali-

ties in the Indriya testbed is above 80% and are improved with

increasing transmission power. Similarly, Figure 7(e), 7(f), and

7(g) show that the pairs of links experiencing good capture-

effect increase according to the improvement of link qualities.

Notice from 7(h) that the overall link qualities and the capture-

effect decrease when the transmission power is set to 12. This

is mainly due to the fact that increasing transmission power

added new poor quality links to the network. This also reduces

the overall quality of the capture-effect since capture-effect

probability between any pairs of link is upper-bounded by their

link qualities.

For packet forwarding, CTP protocol is used to construct

a initial multi-channel routing tree [24]. Every node transmits

one packet at every 10 msec and each node generates 100

packets destined to a root node. For channel access, we used

ALOHA MAC protocol. When a node has a packet it forwards

the packet to its parent node and then waits for a random

time before forwarding the next packet. The protocols using

RTS/CTS are not suitable for WSNs due to high overhead

[29]. In order to show a true gain of exploiting the capture-

effect, we purposely keep the MAC protocol simple. Figure 9

shows the numbers of links allocated to each channel by the

Eavesdropping and utilizing the CTP protocol.

B. Experiment Results

By comparing the results of a single channel network and

Eavesdropping in Figure 10, we can see the performance
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Fig. 10. Total number of packets received at base station when network
experiences bursty traffic
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Fig. 11. Total number of packets received at base station when probability
of concurrent transmission reduces by 50%

gain of utilizing 3 channels without CACA. Our results show

that utilizing 3 channels can provide performance gain up

to nearly 4 times. The gains are generally higher when the
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(a) TxPw = 6 (b) TxPw = 8 (c) TxPw = 10

(d) TxPw = 12 (e) TxPw = 14 (f) TxPw = 16

Fig. 12. CDF showing the distributions of number of packet received by the parent nodes at different transmission powers (TxPw).

(a) TxPw = 6 (b) TxPw = 8 (c) TxPw = 10

Fig. 13. Impact of CACA at individual nodes

average number of neighbors increases (transmission power

increases). This is expected since the network packet collision

ratio is higher when the network density is high. Therefore,

utilizing 3 channels reduces this collision and consequently

it improves the network performance. Figure 10 shows that

utilizing CACA always provides some additional performance

gains on the top of Eavesdropping. Surprisingly, CACA can

provide up to 100% additional improvement when overall link

qualities and capture-effect probabilities in the network are

high.

Although our previous results show 100% improvement,

capture-effect is less effective in bursty traffic. In case of

bursty traffic, many packets are lost due to many concur-

rent transmissions despite capture-effect. In order to simulate

moderate traffic with less concurrent transmission, we reduce

transmission probability. At transmission probability of 0.5,

when a node has a packet to transmit it will delay its

transmission about half of the time. In this case, we could

observe up to 170% performance improvement by utilizing

CACA compared to Eavesdropping in Figure 11.

Figure 12 shows the number of packets received by each

parent node when the CTP tree is constructed using a single

channel, Eavesdropping, or CACA. For example, Figure 12(a)

shows that 90% of parent nodes received below 200 packets

when the channels were assigned based on Eavesdropping.

However, this reduces to 74% when the CACA is applied.

In the case of the transmission power to be higher than 12,

the total throughput gains of CACA are below 50%. However,

when we look at the performance gain from an individual node

level, we can clearly see the benefit of CACA even in the case

of high transmission powers. Figure 12(d) shows that the CDF

of CACA always stays below Eavesdropping which indicates

that almost all parent nodes have benefited from CACA. There

is almost no gain from CACA when the transmission power

is equal to 16 (neighbor density equal to 11). This is mainly

due to packet loss from many concurrent transmissions despite

the capture-effect. As shown in Figure 12(f), the CDFs of

Eavesdropping and CACA are almost identical. In fact, the
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Eavesdropping performed slightly better beyond 400 since

the CACA could sometimes trade-off the link quality for

better capture-effect probability. The effect of this poor trade

off is shown in Figure 13. Figure 13 represents absolute

gains or losses of CACA at individual nodes compared to

Eavesdropping. Figure 13(a) shows that applying the CACA

can help some nodes receive more than 400 additional packets

while other nodes lose about 200 packets. This loss is due to

the poor trade-off when the link quality and capture-effect

qualities are generally low as shown in Figure 7(a) and Figure

7(e). But from Figure 13(b), we can clearly observe that

higher proportion of nodes gained from CACA due to the

improvement of link qualities and capture-effect qualities.

VI. CONCLUSION

In this paper, we design the channel assignment protocol

for WSN which effectively exploits capture-effect. We first

investigate the characteristics of capture-effect across different

channels, times, and transmission powers. Then, we arrive

to a conclusion that the capture-effect does not change as

long as associated link quality level stayed steady. In order to

realize this protocol, we develop a capture graph and a greedy

graph coloring scheme for channel assignment. The capture

graph directly represents the benefit of pair-wise capture-

effect. The graph coloring scheme on the capture graph is

a dual representation of channel assignment.

Extensive experiment is conducted on real a 140-node WSN

testbed for performance evaluation. We compared our scheme

to another similar channel assignment protocol designed for

WSN. Performance evaluation shows our method outperforms

this existing scheme by 100% in bursty WSN.

Our protocol is extremely useful in the case where the

number of available channels is low. This really opens up a

possibility of further exploiting the capture-effect for designing

efficient multi-radio and multi-channel routing protocols
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